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Abstract 

The superior performance in pattern recognition [1] and classification have been shown in the Support 

Vector Machine algorithm. The Support Vector Machine have been wildly used in many different fields. 

However, the Support Vector Machine has it’s own defect, such as the computing efficiency decreases 

when Support Vector Machine in the face of higher dimensional data, in other hands, an unique Kernel 

function and it’s  parameter must been selected at first to make sure that the Support Vector Machine 

running properly. In fact, the kernel function and it’s parameter selection is the key of the Support Vector 

Machine algorithm.Based on study on working principle and algorithm steps of the traditional support 

vector machine, aim to solve the parameter selection of the SVM. Research the SDP-SVM algorithm, 

design the SDP-SVM model, elaborate the steps of the algorithm. Then optimize the kernel function using 

semidefinite programming method. This method can be used to find the best parameter of the SVM. 

Finally simulate the heart_scale data in the UCI (University of California Irvine) database with the 

SDP-SVM model. After compare the experiment results of the SDP-SVM and the traditional SVM, it 

shows that the generalization capability and classification accuracy of the SDP-SVM algorithm do have 

been improved greatly. 
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1. Introduction 

Support vector machines (SVM)[2-4] is a kind of algorithms which can overcome the inherent defects 

of traditional machine learning algorithms based on empirical risk minimization. SVM showing with 

better generalization ability than traditional machine learning method. SVM vector can be mapped to 

high-dimensional space, then establish a maximum interval hyperplane. The total classification error is 

minimum when the distance from points to plane is maximized. So as to deal with data and recognize 

with the combination of geometry theory. When nonlinear problems is encountered, in order to solve 

complex calculation problems of high-dimensional vector, high-dimensional feature space can mapped 

into linearly separable space using SVM algorithm, that is kernel function[5] mapping method. 

However, there also exist inherent flaws in the support vector machine (SVM): 1) the operation cost 

and operation time of SVM are greatly increased when faced with high order characteristic matrix, it is 

difficult to use the traditional SVM on large-scale training sample; 2) the traditional SVM algorithm using 

binary classification algorithms, but in the practical application multi classification problems are often 
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encountered, generally multiple two class SVM is combined to solve the problem[6];3) when using the 

SVM algorithm a specific kernel function and it’s parameter must be selected, but choosing the optimal 

parameter has been an important problem of SVM. 

It is obvious from the present research that the key to solve the problem of SVM classification is how 

to select the parameter, and the key in the parameter selection is how to select the model. So it is urgent 

need to find a model making the SVM parameter selection more effective and more intelligent. Due to the 

SVM is widely used, continue to study and optimize the model of SVM algorithm is of profound 

significance. Considering the inherent flaws in the SVM model and the advantages of semi-definite 

programming (SDP) method, it can improve the efficiency of searching for the optimal combination if the 

semi-definite programming method is introduced into the SVM algorithm model. Continuously 

distinguish parameter effectiveness ,update the kernel matrix and optimize the parameter of kernel 

function through the semi-definite programming combination coefficient, so as to improve the 

classification accuracy and generalization ability of SVM model. This method effectively solve the 

parameter optimal selection problem of SVM, and reduces the size of training samples. The potential 

significance of researching the algorithm is profound. 

To solve this problem, using semi-definite programming method to find the optimal combination 

coefficient of SVM, distinguish the validity of coefficients, improve the performance of SVM. 

Semidefinite programming support vector machines (SVM) is applied to heartscale database classification 

experiments, then detect and classify the heartscale data. 

 

2. Traditional Support Vector Machine  

 

2.1 SVM principle 

SVM theory is based on the structural risk minimization principle[7], appropriately select the subset 

function and it’s discriminant function, to ensure that still maintain the classifier error is smaller under the 

condition of limited training samples. 

SVM is a kind of effective tools used to solve classification problems in actual application, while in 

practice the classification problem most non-linear,  

Therefore, it is necessary to mapping the nonlinear classification problem into a linear problem in high 

dimensional space by means of the transformation, and then find the optimal separating hyperplane 

through the linear classification method[8]. Therefore, when solving the problem of nonlinear 

classification, first design a nonlinear to linear mapping:  xx  ; then defined for the Lagrangian 

dual as follows: 

     
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Where 0ia   is the Lagrange coefficient for each sample. Seeking the minimum value of formula 

(1) under the constraints conditions: 
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 niai ,...,2,1,0                    （3） 

Seeking ia  when the value is maximum: 
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If there is a function K  can make      jiji yxyxK  , , then equation (4) becomes: 
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A support vector machine is obtained by using the optimal classification plane 

     


SVx iii
i

bxxKyaxf ** ,sgn . 

 

2.2 SVM Algorithm Steps 

Before the introduction of the SVM algorithm steps, we first discuss some parameters in SVM.  

(1) The penalty factor C  

In the case of linear inseparable, seek the optimal classification surface is equivalent to solve the 

problem: 

Minimize   

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The constraint is:         nibxwy iii
T

i ,...,2,1,0,01          （7） 

Converted by Lagrangian method: 

Maximize 
     
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Constraint is: 
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Since C  is inversely proportional to 
ia , so C  is also inversely proportional to  w . The smaller 

the C   is, the greater the classification interval is, the stronger the generalization ability of SVM is. 

As a result, SVM algorithm steps[9-11] in practical application are:（I）obtain learning samples 

  niyx ii ,...,2,1,,  ;（II）select the appropriate penalty factor C , and further transform the problem into 

a quadratic programming problem;（III）use the algorithm to optimize the problem;（IV）obtain SVM 

related parameters a ， *a ，b ;（V）classify and predict the test set data. 

 

2.3  Simulate the traditional SMV 

The binary data set heart_scale which integrated in the libsvm toolbox is selected  in this 

experiment[12,13], this data set is actually from the UCI (University of California Irvine) database. The 



 
International Journal of Computational Intelligence Systems and Applications (ISSN 2331-1924) 

~ 11 ~ 

UCI database has been widely used in machine learning benchmark test, which is recognized one of the 

standard library in the field of machine learning. The heart_scale standard data set contains a total of 270 

data samples, each data sample contains 13 latitude. The front 150 samples as a training set and the other 

120 samples as a test set to classify. Simulate the data set with the traditional SVM algorithm, 

classification result shown in Fig.1, the ROC curve shown in Fig.2. 

           

Fig1 Classification result of traditional SVM            Fig2 Classification ROC of traditional SVM 

 

In the classification result figure of traditional SVM, the plane can only show two attributes of a 

sample, so when it comes to multidimensional attribute classification only two of these attributes of the 

samples will be chosen to drawing. The horizontal axis and vertical axis in Fig.1 are the fifth and the 

eighth attributes inside 13 attributes of the heart_scale data set.The red cross and green asterisk in Fig.1 

represent two categories, the blue circle represent support vector. 

Zero calibration in the figure is the optimal separating hyperplane,and the samples within a distance 

of 1 line before and after the zero calibration are support vectors. It is these discrete samples support the 

middle optimal zero calibration. The green lines and blue lines in Fig.2  respectively represent category 1 

and category 2 of the data set. It can be seen from the figure that the ROC curve of the traditional support 

vector machine algorithm is close to the upper left corner, its classification performance is relatively high. 

 

3  Semi-definite Programming Support Vector Machine(SDP-SVM) 

 

3.1  SDP method principle 

The Semi-definite Programming（SDP）[14-16] is a kind of convex optimization problem which 

makes the linear function maximal or minimal, the constraint is that affine combination of symmetric 

matrix is positive semi-definite. 

The basic model of SDP: 

0
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Here  ib  is a real number, C  and iA  are n  order real matrix. 
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Considering the optimization problem, the SDP model is converted to the following form: 

  0..

min



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XCT

             （12） 

Here,   0xF  represent the semi-definite programming of  xF , that is   0xF  is a linear 

matrix inequality(LMI), the condition is   0,  zxFzRz Tn . The commonly used model of 

  0xF   is as follows: 
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In the use of Lagrange the formula (13) generate semidefinite programming duality model: 
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The optimal conditions for the semi-definite programming are (11) and (14) have strictly feasible 

solutions, X  is the optimal solution of formula (11), if and only if   nn SSZX ,  make the 

following formula holds: 
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3.2  SDP-SVM Model Design 

On the classifier parameters setting, better parameter selection can not only maximize the 

classification accuracy of SVM, but also can maintain the good generalization ability. Not only that, in 

order to simplify SVM operation, you can use the SDP method for selecting parameters to optimize SVM. 

In some references discussion, using SDP to optimize SVM kernel function is proposed. On this basis, we 

put forward SDP-SVM algorithm, an improved SVM.  
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Taking into account a binary classification problem,   n

iii yx 1, 
 represent data set,  1,1 iy  

represent classification set. For the SDP-SVM method, it is converted into the following model: 
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The training set ix  is mapped to a high dimensional space by the function  .C  means the 

penalty factor of the number of error classification. translate it into the dual problem: 
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The purpose of      j
T

iii xxyxK ,  is to get the maximum value of a  from the formula (17). 
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In order to introduce the SDP model to the kernel function optimization problems, as one of the most 

commonly used means of optimization, kernel function calibration play an important role between the 

two kernel or between kernel function and the objective function. An unclassified test data 
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  is given, the inner product of two nuclear matrix is defined: 
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Here, 
iK  is the kernel function of sample S .The kernel calibration of the predicted sample S  

defined as follows: 
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When the classified sample label  niyi ,...,1,1    is unknown, TyyK 2
 in the condition of 

  jijiji yyxxkyy  ,1,, 2 , the target kernel function   1, ji xxk .And the nuclear calibration 

can be expressed by closeness degree formula of sample S  between the ideal kernel function and the 

selected kernel function K  : 
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The greater the value  TyyKSA ,, 1

^

 is, the more closer to the optimal kernel function, based on the 

theory and the definition of the kernel calibration above, use SDP to optimize the kernel function and 

classification set, the kernel function can be modified using SDP method. 
Assuming a sample set S , specify multiple kernels function 21,..., kk , respectively calculate the 

kernel matrix of ik  on the sample set S : 
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Linear combine 
iK ,  the combination coefficient 

i   is obtained, which is between 0 and 1, and 

the bigger the combination coefficient is the better the kernel function is.  

The combined kernel matrix 
iK  is introduced into the SDP model: 
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Here,      ydiagKydiagKG ii  , minimized  iK   and introduce variable t , to make 

 iKt  , so at this time the model, when meeting the constraints, is converted to calculate the minimum 

value of  t . 
 

3.3 Simulation Experiment 

The experimental simulation is still using the heart_scale data set, and all the experimental 

parameters are consistent with the previous chapter. The model of support vector machine after 

semi-definite programming is called SDP-SVM, classification result shown in Fig.3, the ROC curve 

shown in Fig.4. 
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Fig3  Classification result of SDP- SVM         Fig4  Classification ROC of SDP-SVM 

 

The description of the classification result is similar to previous chapter, so not details here.  The 

zero calibration in the figure is the optimal classification hyperplane, two selected properties is 1 and 4. 

 

3.4 Comparative Analysis 

It can be seen from table 1 that the SVM kernel optimization combination by SDP method helps to to 

improve the SVM classification accuracy and obtain better training model, and can achieve higher 

classification prediction effect. SDP-SVM method can get better classification effect compared with the 

traditional SVM method.  

 

Table 1 Classification effect comparison between traditional SVM and SDP-SVM 

model accuracy AUC  time  weight 

traditional SVM 88.3333% 0.8534     0.361200 1：2：7 

SDP-SVM 95.1667% 0.9094    0.280314 5：4：1 

 

4  Conclusion 

SVM itself has great advantages in classification and identification, but the disadvantage is also clear, 

when make full use of the known information the amount of calculation will be increased, and there has 

not been an effective unified approach on the kernel function selection. Operating parameter selection of 

kernel function is the key factor to influence the generalization ability of SVM classifier. 

Using semi-definite programming to determine the effectiveness of operating parameters of the 

kernel function, which has a good mathematical theory foundation, the essence of the SVM model is an 

optimal combination nuclear model. The SVM with SDP optimize the kernel function make it’s kernel 

optimization better, improved it’s classification accuracy and generalization ability. 

The simulation experiment result shows the advantages of the SDP-SVM compared to the traditional 

SVM. It is obvious that the proposed method in the paper is effective and feasible, and the classification 

accuracy of the obtained SDP-SVM model is higher than that of the traditional SVM. 
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